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The dawn of the artificial intelligence (AI) age is upon us, ushering in 
a dynamic new era of technological capabilities and possibilities and 
paving the way for an AI-enabled future for the benefit of humanity.

The pervasiveness of the technology is evident, and its impact is 
remarkable. Its use is likely to bring forth a new age of human civ-
ilization,  and humanity aspires for a future where the use of AI is 
responsible. But what does responsible AI mean? Who decides on the 
definition? How do we envision humanity’s future in the age of AI?

This was the focus of a Round Table Assembly hosted by the United 
Arab Emirates at the World Governments Summit (WGS), where experts 
from government, academia, industry, and NGOs came together to 
discuss issues such as open-sourcing foundational technologies, the 
explainability of AI, and technological equity.

The thought-provoking discussions from this meeting and the deep 
conversations that followed show the importance of collaborative 
efforts by leaders and experts in shaping the future of responsible AI. 
As we navigate this rapidly evolving landscape, it is essential that we 
continue to have meaningful conversations. Only through collabora-
tive efforts can we ensure our future is a future of responsible AI.

Omar Sultan Al Olama
Minister of State for Artificial Intelligence, Digital Economy  
and Remote Work Applications

Foreword
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The World Governments Summit represents an annual opportunity 
to bring together thought leaders from government, policy, private 
sector, technology, and industry to engage in high-level discussion 
and debate about future trends, issues, and opportunities facing 
humanity. This annual event has been taking place in the United Arab 
Emirates since 2013 and has consistently brought thought leaders 
together on critical issues.

This White Paper, entitled Towards a Responsible Future of AI is 
designed to represent the proceedings of a Round Table Assembly 
attended by global thought leaders in the field of Artificial Intelligence. 
This forum provided a multinational platform for dispassionate debate 
relating to the opportunities and challenges for a global regulatory 
framework in support of a human-enabling, ethical future for AI.

Introduction 
to the White 
Paper
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Artificial Intelligence 
The theory and development of com-
puter systems able to perform tasks 
normally requiring human intelli-
gence, such as visual perception, 
speech recognition, decision-mak-
ing, and translation between lan-
guages. 

Artificial Intelligence Model
An AI model is a key part of an AI 
system. It is a program trained to 
recognize patterns in data and make 
specific predictions or decisions. For 
example, an AI model might learn 
to detect objects in images or tran-
scribe human speech. While the AI 
model does the learning and predict-
ing, it needs to be part of an AI system 
to be used effectively for real-world 
applications.

Artificial Intelligence System
An artificial intelligence (AI) system 
is a computer program designed to 
achieve specific goals. It learns from 
the data it gets to make predictions, 
create content, suggest options, or 
make decisions that can affect the 
real or online world. Some AI systems, 
if designed, can potentially improve 
their performance over time after 
training.

Automation
The use or introduction of automatic 
equipment in a manufacturing or 
other process or facility.

Autonomous Cars
An autonomous car is a vehicle that 
can guide itself without human con-
duction.

Bias
Inclination or prejudice for or against 
one person or group, especially in a 
way considered to be unfair.

Terminology in AI is a fast-mov-
ing topic, and the same term can 
have multiple meanings. The 
glossary below should be viewed 
as a snapshot of contemporary 
definitions.

Glossary
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Deep Learning

Deep learning is a subset of machine 
learning where artificial neural 
networks, algorithms inspired by 
the human brain, learn from large 
amounts of data.

Ethics
Moral principles that govern a per-
son’s behavior or the conducting of 
an activity.

Federated Learning
Federated Learning is a machine 
learning setting where the goal is to 
train a high-quality centralized model 
with training data distributed over a 
large number of clients, each with 
unreliable and relatively slow network 
connections.

Fine-Tuning
The process of adapting a pre-trained 
model to perform a specific task by 
conducting additional training rele-
vant to that task, leading to updating 
the pre-trained model’s parameters 
to better suit them to the task in 
question.

Foundation Model
A foundation model is an AI model 
that can be adapted to a wide range 
of downstream tasks. Foundation 
models are typically large-scale 
(e.g., billions of parameters) gener-
ative models trained on a vast array 
of data, encompassing both labeled 
and unlabeled datasets.

Generative AI
AI models specifically intended to 
produce new digital material as an 
output (e.g., text, images, audio, 
video, and software code), including 
when such AI models are used in 
applications and their user interfaces. 
These are typically constructed as 
machine learning systems that have 
been trained on massive amounts of 
data.
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General AI
General AI refers to a machine that 
can perform any intellectual, physi-
cal, and even emotional task that a 
human being could.

Hallucinations
Hallucinations occur when models 
produce factually inaccurate or 
untruthful information. Often, halluci-
natory output is presented in a plau-
sible or convincing manner, making 
detection by end users challenging.

Large Language Model (LLM)
A Large Language Model (LLM) is a 
type of generative AI model designed 
to understand and produce human-
like text. Initially trained on vast 
amounts of diverse text data as a 
foundation model, an LLM can gen-
erate coherent and contextually 
relevant text based on the input it 
receives. After the initial training 
phase, an LLM can be used as is or 
fine-tuned for specific tasks, such as 
translation, summarization, question 
answering, or powering conversa-
tional agents.

Machine Learning
Machine learning is a branch of artifi-
cial intelligence that involves training 
algorithms to learn from and make 
predictions or decisions based on 

data. It uses statistical techniques to 
give computers the ability to “learn” 
from data without being explic-
itly programmed for specific tasks. 
Through this learning process, the 
algorithms can improve their perfor-
mance over time as they are exposed 
to more data.

Model Bias
Model bias refers to systematic errors 
in an AI model’s predictions or deci-
sions that result from prejudices 
in the training data or the model’s 
design. Bias can lead to unfair or 
discriminatory outcomes, particu-
larly against certain groups of people 
based on attributes such as race, 
gender, or age.

Model Explainability
Model explainability refers to the 
ability to understand and interpret 
the decisions and predictions made 
by an AI model. It involves providing 
clear insights into how the model 
processes input data to produce 
outputs, making the model’s behav-
ior transparent and understandable 
to users.

Model Parameters
Model parameters are the internal 
settings of an AI model adjusted 
during training to help it make accu-
rate predictions. These parameters 
determine how the model processes 
input data and generates output. 
During training, these parameters are 
tweaked to improve the model’s per-
formance, resulting in better quality 
output or more accurate predictions.

Model Training
Model training is the process of 
teaching an AI model to perform a 
specific task. This involves feeding 
the model large amounts of data so 
it can learn patterns and relation-
ships within that data. For example, 
training a model to recognize cats in 
photos would involve showing it many 
images of cats until it becomes adept 
at accurately identifying new cat 
images on its own.

Narrow AI
Narrow AI is artificial intelligence that 
is focused on a single narrow task.

Neural Network
A computer system modeled to sim-
ulate the human brain and nervous 
system.

Pre-Training
Pre-training is a preliminary phase of 
training where a model learns from 
a very large general dataset before 
being further trained for a specific 
task. This preliminary training pro-
cess helps the model develop a 
broad understanding of data, which 
can then be specialized with addi-
tional training. For instance, a lan-
guage model might be pre-trained 
on a massive collection of text from 
the internet before being fine-tuned 
for tasks like answering questions or 
translating languages.

Reinforcement Learning
Reinforcement learning is a field of 
machine learning concerned with 
how software agents ought to take 
actions in an environment so as to 
maximise some notion of cumulative 
reward.

Robotics
Branch of technology that deals with 
the design, construction, operation, 
and application of robots.

Supervised Learning
Supervised learning is the machine 
learning task of learning a function 
that maps an input to an output 
based on example input-output pairs. 
It infers a function from labeled train-
ing data consisting of a set of training 
examples.

Unsupervised Learning
Unsupervised learning is a type of 
machine learning algorithm used to 
draw inferences from datasets con-
sisting of input data without labeled 
responses.
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In recent years we have seen 
artificial intelligence transition 
from the realms of scientific 
research and speculative fic-
tion to becoming a cornerstone 
of everyday life. Its applications, 
ranging from simple automation 
to complex decision-making 
systems, have profound impli-
cations not only for economic 
growth and efficiency but also 
for societal norms, individual 
rights, and ethical standards. 
As we stand on the precipice of 
what many call the “AI era”, the 
need for responsible, ethical, 
and well governed frameworks 
for AI development and deploy-
ment has never been more crit-
ical.

The burgeoning capabilities of 
AI systems, characterized by 
their ability to learn, adapt, and 
make autonomous decisions, 
pose unique challenges to exist-
ing regulatory and ethical frame 
works. Issues such as data pri-
vacy, algorithmic bias, and the 
accountability of AI systems 
have sparked intense debate 
among policymakers, tech-
nologists, and to some extent 

the general public. These con-
cerns underscore the neces-
sity of developing robust policy 
guidelines that not only foster 
innovation, but also ensure the 
protection of rights and values 
in a domain that, by definition, 
requires multi-national, mul-
ti-jurisdictional cooperation. 

Acknowledging existing policy 
frameworks, academic lit-
erature, and legislation, this 
white paper seeks to describe 
and thematize the proceed-
ings of the World Government 
Summit Round Table Assembly 
“Towards a Future of Responsi-
ble AI” to chart a course towards 
a future where AI contributes to 
the betterment of society while 
mitigating risks and dispelling 
fear, which is one of the big-
gest issues. AI-enabled thriv-
ing for human-kind recognizes 
that AI is simply a tool, and like 
any tool it reflects the values of 
those who design, develop, and 
deploy it. Therefore, a multidis-
ciplinary approach, incorpo-
rating insights from computer 
science, law, ethics, sociology, 
human psychology, economics, 

7
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and politics, is paramount in 
crafting policies that are effec-
tive and equitable.

Several policy frameworks 
already provide a foundation for 
such an endeavor. The EU Gen-
eral Data Protection Regulation 
(GDPR) and the Ethics Guide-
lines for Trustworthy AI set early 
efforts for privacy and ethical 
considerations. Similarly, the 
academic discourse on algo-
rithmic bias and human-value 
alignment offers critical insight 
into the complexities of AI gov-
ernance. Furthermore, national 
and supra-national legislation, 
such as the EU AI Act, illustrates 
ongoing efforts to address the 
multifaceted challenges posed 
by AI technologies. The pio-
neering foresight demonstrated 
by the United Arab Emirates in 
their appointment of the world’s 
first Minister for Artificial Intelli-
gence in 2017, foregrounds this 
as an issue which requires prior-
itization from the height of polit-
ical strategy.

This white paper aims to build 
upon these precedents to sum-
marize, describe, and thematize 

internal discussions relating to 
a comprehensive framework 
for the future of responsible 
AI. By highlighting multidisci-
plinary discussions examining 
key principles such as transpar-
ency, accountability, represent-
ativeness, fairness, and respect 
for privacy—all in the pursuit of 
human-enabling innovation. In 
doing so, we not only address 
the immediate challenges but 
also summarize the ground-
work for a future where AI serves 
as a force for good, enhancing 
human capabilities and enrich-
ing the fabric of society.

The World Government Summit 
(WGS) Round Table Assembly 
“Towards a Future of Respon-
sible AI” brought together 
diverse perspectives on the eth-
ical, transparent, and socially 
responsible development of 
artificial intelligence (AI). This 
white paper synthesizes key 
insights and recommendations 
from the discussion, emphasiz-
ing the need for a global ethical 
code for AI and output-driven 
regulation shaped by collabo-
rative and human-orientated 
efforts.

8
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The Round Table Assembly 
initiated discussions on the 
challenges and opportunities 
in regulating AI. The prevailing 
sentiment was that the “cat is 
out of the bag,” and as such its 
regulation becomes challeng-
ing. However where regulation 
is needed, it must be grounded 
in a human-centric approach. 
It was noted that AI is not only 
becoming more prevalent but 
rather it is already ubiquitous, 
so its use must be both ethical 
and transparent.

In this context, sustainability 
can be thought of as multi-
faceted, from environmental 
considerations to the employ-
ability of blue-and white-collar 
members of the labor force. 
The discussion emphasized the 
need to move a more positive 
narrative, helping people to no 
longer view AI as a latter-day 
evil that is being imposed but 
rather a mechanism through 

which greater quality of life can 
be achieved. That is the chal-
lenge. The example was given 
of personal digital maps, and 
how their absence could harm 
the quality of life. An active 
dialogue with world-leading 
experts was encouraged to help 
determine what we technically 
can implement and what we 
cannot, given an often politi-
cal and ideological view of the 
possible priorities. Debates 
relating to the necessity of an 
AI regulatory framework shared 
a common agreement that 
“bad actors” often move more 
quickly than good actors, with 
less regard for legislation, the 
rule of law, ethical frameworks, 
and governance. However, an 
ethical code that is universal, 
human-enabling, trust-building, 
and grounded in bottom-up as 
well as top-down inputs, would 
be not only a valuable but a nec-
essary asset in the pursuit of 
responsible AI.

Introduction to 
the Round Table

6
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Governments are increasingly 
compelled to manage vast 
quantities of real-time data to 
effectively meet the needs of 
their citizens and deliver ser-
vices. The quality of AI data is an 
integral part of this challenge.

As governments accumulate 
more data on virtually every 
aspect of society, the neces-
sity for sophisticated tools to 
handle this growing pool of 
information becomes evident. 
Artificial Intelligence emerges 
as an indispensable solution 

in this context. As AI’s ability to 
analyze and interpret complex 
datasets in meaningful ways 
positions it as a critical asset 
for governments seeking to lev-
erage data for decision-making, 
policy formulation, and service 
improvement. The integration 
of AI technologies will therefore 
play a pivotal role in transform-
ing how governments operate 
and interact with their citizens, 
making it an essential compo-
nent of modern governance 
strategies and delivery for citi-
zens.

Governments  
and Data

7
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Establishing an 
ethical code for AI
The round-table discussion 
emphasized the necessity of 
establishing a comprehensive 
ethical code for AI. This code 
should be shaped by global 
collaboration, drawing on the 
insights of various stakeholders 
and organizations, such as the 
United Nations (UN), UNESCO, 
the G20 and the World Economic 
Forum (WEF), who are all working 
on AI governance. The goal is to 
avoid regulatory fragmentation 
and potential “arms races” based 
on competing interests, temporal 
obsolescence (non-future-proof), 
and lacking diversity and inclu-
sivity. It was noted that approxi-
mately 160 guidelines on ethics 
for AI exist, with UNESCO leading 
efforts in this direction, and that 
any governance ideally needed 
to be grounded in a respectable 

global body, such as the United 
Nations. A global concensus at 
that level is clearly a challenge; 
however, the UAE was noted as an 
ideal convening entity by the del-
egates, having led the way glob-
ally in fostering AI at the heart of 
its own government. Drawing on 
existing positive exemplars, such 
as the AI. Safety Summit hosted 
by the UK in November 2023, 
the UAE is advocating for open-
source AI and will have a head-of 
-state discussion on the matter 
with other nations in the future.

Explainability, 
transparency, and 
traceability
The importance of explainability 
in AI was highlighted, with a call 
to promote tools that provide 
accessible answers to users. 
This includes open-source initia-
tives that facilitate transparency 
in AI decision-making processes 
and were key to supporting trust 
at a societal level. The sense of 
a series of systems which are 
thought of as inaccessible to the 
public, which operate on a “black 
box” basis, is one of several key 
sources of fear among the public 
at large. This is further enabled 
by both foregrounding of neg-
ative use cases (e.g., deepfake 
images, the reallocation of labor 
to machines), and a lack of under-
standing of positive everyday use 

cases, such as mapping software 
with live traffic data, as well as 
decades of Science Fiction writ-
ing.

The matter of explainability was 
first discussed with delegates 
arguing that tools should be put in 
place that allow users to directly 
ask why an AI model came to a 
certain prediction and what facts 
were used to build this conclu-
sion. They should allow for a more 
open understanding of how the 
model works. However, delegates  
explained that this question was 
nearly always answered with a 
rather unsatisfatory “because 
a specific training dataset was 
used.” Using different training 
datasets could lead to different 
answers. This concept of trace-
ability was consistently brought 
up as a consideration from a pol-
icy-making perspective, albeit it 
somewhat at odds with what is 
possible given current architec-
ture (e.g., LLMs).

This settled discussions on the 
notion that legislation for use is 
more practicable than legisla-
tion at the input level. However, 
this heightened the case for 
open-source infrastructure, as a 
foundational assumption on the 
input/build side creates an axi-
omatic transparency, which was 
noted as “as much as we can 
hope for” given current architec-
ture. As renewed architectures 
further enable AI this may render 
a more compelling and conducive 
case for legislation.

The Assembly addressed the 
matter of explainability, men-
tioning that current systems, 
with autoregressive LLMs, are 
inaccurate. In their current form, 
they hallucinate and are unable 
to reason and plan. They lack a 
persistent memory, an under-
standing of the physical world, 
and common sense. The reliable 
systems in terms of explainability 
and traceability that people want 

Establishing 
an Ethical 
code for AI

8
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are not possible with the current 
system, despite their usefulness. 
There will first need to be a major 
change in architecture. The point 
was made that there is no specific 
way to make an AI system more 
explainable; however, a better AI 
that has a better understanding 
of our world, a persistent memory, 
and the ability to reason will end 
up being more accurate. The del-
egates stated that there will be 
significant progress in building 
systems that exhibit such abili-
ties within five years.

Some delegates wanted to 
explain how these models work 
to make the challenge of explain-
ability clearer. The models work 
in a similar way to how one would 
play a game of chess. There is 
a sequence of moves that can 
be selected. In chess, you have 
around 30 moves: LLMs, how-
ever, have 30,000. They rank 
the moves and choose the next 
best one,, but instead of moving 
a piece across the board, they 
generate a word or a token. This 
was described as the model’s 
intuition. If asked to explain why 
it made a decision, the intuition 
would again rank what is the 
next best word, rather than truly 
answering the question. This is 
why LLMs sometimes confabu-
late or hallucinate answers.

The Assembly had a debate 
around the matter of the model’s 
fundamental understanding of 
the “real world”. One point of view 
was that the models have no true 
understanding. Another view was 
that the models have a very lim-
ited basic understanding through 
intuition. However, there was no 
clear concensus.

Throughout the debate, dele-
gates repeatedly emphasized 
the importance of traceability. 
Despite the complexity of under-
lying data, there is a need to 
ensure that decisions taken are 
traceable to raw pieces of data. 
This is absolutely necessarily for 
the technology to be practically 
usable, because only traceable 
decisions can be debugged and 
efficiently disputed to increase 
trust in AI.

Audit trails
The concept of audit trails was 
highlighted when discussing 
responsible artificial intelli-
gence (AI). This concept of trust 
emerges as a fundamental cor-
nerstone. Establishing trust is 
crucial for encouraging the wide-
spread adoption and acceptance 
of AI in society. The essence of 

fostering this trust lies in the 
ability of users to understand and 
rely on the decisions made by AI 
systems. In the current land-
scape, 	dominated by machine 
learning and deep learning tech-
nologies, the process of arriving 
at decisions often resembles a 
“black box”—answers are pro-
vided without clear explanations 
of the underlying rationale. This 
opacity challenges the estab-
lishment of trust. One delegate 
brought up the example of the 
use of machine learning in the 
criminal justice system in the 
Midwest of the United States, 
where it is being trialed for vari-
ous use cases. It was suggested 
that one can only be comfortable 
with machine learning evaluating 
a case if it includes an audit trail, 
honoring explainability and giving 
explainable answers to questions 
of probity.

The importance of explainability 
extends beyond mere transpar-
ency; it also addresses the qual-
ity of the training data. A recent 
example highlighted the limita-
tions of AI in pediatric medical 
diagnoses, where the accuracy 
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was significantly low (15% was 
suggested). This discrepancy 
could be attributed to the train-
ing data, which may not have 
adequately represented the 
diverse patient demographics. 
This situation underscores the 
critical role of training data in the 
performance of AI systems and 
reinforces the argument that 
explainability ultimately hinges 
on the quality of the data used.

Despite the potential for inac-
curacies, acknowledging and 
understanding the limitations 
and biases of AI systems can 
strengthen trust. Providing 
insights into the decision-mak-

ing process, including the data 
and training methodologies 
used, will enable individuals to 
better understand the context 
of the outcomes. Recognizing 
that errors can occur, the key is 
to ensure that these errors are 
transparent, allowing for recti-
fication. This approach not only 
builds trust, but also fosters a col-
laborative relationship between 
humans and AI In essence, the 
path to achieving broad accept-
ance of AI lies in our ability 
to imbue these systems with 
transparency and explainability, 
thereby establishing a foundation 
of trust that encourages engage-
ment and integration into society. 

Fostering trust 
through governance
It was emphasized that fostering 
trust is crucial for AI adoption. 
Delegates stressed the need for 
AI systems to be explainable, 
especially in critical areas like 
healthcare, where inaccuracies 
can have severe consequences. 
An example was given that even 
if AI gives bad answers, with suffi-
cient explainability, we could still 
determine where and why it got 
it wrong. This speaks to ongoing 

discussions about the stratifica-
tion of risk levels at the use end 
of AI, where the requirement for 
regulation in finance, health-
care, education, and sustainabil-
ity makes an explicit regulation 
against harm imperative. On this 
topic, other delegates mentioned 
that AI has a role in governance 
worldwide that could central-
ize public services and thereby 
better serve the interests of all 
segments of society.

Human-in-the-loop
Incorporating human insight 
into the operation of AI is crucial. 
This is because solely relying on 
data might lean AI towards easy 
solutions. For more uncommon 
but perhaps creative solutions, 
having a human-in-the-loop 
might be a prerequisite. One 
way to prevent this gravitation 
towards simpler solutions is by 
using multi-agent LLMs trained 
on different, diverse datasets 
and have them communicate 
with each other before a solution 
is provided.

The Assembly addressed the 
need for AI sovereignty and a 
common open-source infra-
structure to support diverse lan-
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guages and dialects, allowing for 
easier customization of the plat-
form and ensuring more cultural 
alignment with the place where 
an AI platform is to be used. The 
Assembly cautioned against 
regulatory blueprints that might 
hinder the development of AI Del-
egates emphasized the impor-
tance of changes in planning and 
architecture for a more reliable AI 
within a five-year time horizon, 
predicated upon infrastructure 
that can meet thresholds for per-
sistent memory, understanding 
of the world, etc. This kind of reli-
able AI is good AI. The consistent 
message was that there is noth-
ing to fear from AI as it has a lim-
ited ability to deal with the “real 
world,” and that the best defense 
against current AI issues is to 
develop the next architecture of 
AI.

More broadly, in the context of 
governance objectives, the dis-
cussion underscored the impor-
tance of setting clear objectives 

within an agreed framework. 
However,  the current challenge 
of explainability within the archi-
tecture of models was acknowl-
edged, where choices are often 
limited and only grounded in intu-
ition.

The role of open-
source AI
The importance of open-source 
AI was echoed by delegates. 
The consensus in the Assem-
bly stressed the importance of 
adhering to the wider concept 
of “open-source”, especially the 
foundational models that can 
serve as a basic common build-
ing blocks. “We do not need a 
hundred different foundational 
models,” delegates emphasized. 
This is a situation that might 
occur if the foundational models 
were not open-sourced. Regard-
less, a delegate added that what-
ever regulations come to be in 
effect, there will be pressure to 
open-source AI platforms, in a  

similar vein to what happened to 
the internet and its infrastructure. 
Delegates highlighted that Linux 
is not regulated, and is a collec-
tion of open-source operating 
systems. The Linux Foundation 
and Linus Torvalds, the creator 
of Linux, have not  been sued to 
date for bugs or malfunctions 
of the system, nor can they be 
held liable for the system failing. 
Despite this, the use of Linux is 
pervasive and a wide range of 
consumer technology relies on 
it to keep running. Linux runs 
embedded systems in cars and 
automobiles. Meta (Facebook’s 
parent company) makes use of 
Linux in many of its services. The 
internet runs on Linux. Cell phone 
towers rely on Linux. All Android 
phones are built on Linux. Open-
source has allowed Linux to be 
safe and reliable without strin-
gent regulation. Artificial Intel-
ligence, if it is to become basic 
infrastructure, could - and per-
haps should - operate on the 
same basis.
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The Assembly emphasized the 
importance of understanding 
inputs and adopting a pragmatic, 
application-focused approach. 
Delegates also highlighted key 
aspects of AI such as safety, over-
sight, privacy, fairness, security, 
transparency, and explainabil-
ity, urging the establishment of 
standards and risk acceptance 
levels.

Jurisdictional 
challenges and 
innovation
Delegates from the Global South 
raised particular concerns about 
jurisdictional misalignment, 
especially in data-driven AI devel-
opment. Licensing, delegates 
argued, might hinder innovation 
and create biases in AI models. It 
was also noted, as a special case 

of such bias, that only 2% of LLM 
inputs are established in Spanish. 
Delegates from the global south 
challenged the more technical 
delegates in this regard. Their 
response was to indicate the 
trend towards smaller AI appli-
cations to embrace a low volume 
but high-quality data environ-
ment in many global south coun-
tries.

Regulation 
against harm and 
responsible AI
The Assembly articulated that a 
process driven by standards is 
crucial for gaining trust, particu-
larly in the patenting sphere. This 
further suggests that regulating 
the human element is key here, 
where the logical trajectory is 
that human transactional inputs 
will likely decrease over time.

Bridging the gap with 
public and policy 
makers
The Assembly agreed the impor-
tance of researchers bridging the 
gap between AI developments 
and public policy, suggesting 
that regulators themselves will 
need AI training for effective pol-
icy-making. This was seen by the 

panel as something where the 
UAE had shown clear leadership.

Cybersecurity as a 
foundational element
Delegates highlighted the foun-
dational role of cybersecurity in 
the AI governance discussion, 
underscoring its importance in 
ensuring the safety and integ-
rity of AI systems. A delegate 
also emphasized the issue with 
languages that are little used 
and the inherent bias in cur-
rent LLMs that results from this. 
Another delegate further illus-
trated the language and culture 
weaknesses of current LLMs by 
informing the panel that one mil-
lion people speak Estonian, and 
as such this issue is not limited to 
the Global South, but is a world-
wide issue.

Safety, 
oversight, and 
privacy

9
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Addressing bad 
actors and ensuring 
digital trust
Delegates raised concerns about 
bad actors outpacing good 
actors in AI development. It was 
suggested that creating a paral-
lel “digital trust” industry to verify 
models and quantify risks. The 
point was that heavy-handed reg-
ulation simply will not work due to 
the complexities and consistents 
previously discussed. It will also 
create “regulatory arbitrage” in 
which individuals will locate their 
work in regions with the least reg-
ulation, whilst at the same time 
empower bad actors who have 
little or no concern about regula-
tions or ethical considerations.

Ensuring 
enforcement of 
regulation
One AI startup delegate high-
lighted the challenges of enforc-
ing regulations and the need for 
regulations on engineers. The 
ethics of job displacement were 
discussed, with suggested mit-
igation mechanisms such as 
whistleblower protection. These 
issues are further considered in 
the following section.

Sovereign AI and 
Decentralized Cloud 
Services
The Assembly discussed the 
concept of sovereign AI and the 
importance of independent, 
decentralized cloud services in 

fostering responsible AI devel-
opment. Concern was expressed 
that the major providers are 
focused on a small number of 
countries, meaning that regula-
tion by those countries could be 
detrimental to the wider world. 
This could create a  two-tier  
“have and have not” world of AI.

Information  
asymmetry and  
regulatory bodies
Delegates pointed out the issue 
of information asymmetry and 
stressed the importance of 
investing in regulatory bodies. As 
an example, there was concensus 
for the need to train and educate 
judges for effective execution of 
legislation. In a similar vein, the 
matter of copyright in the age of 
AI was discussed.
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Human and 
systems-level 
challenges 

10

Global internet 
accessibility and AI 
impact
Delegates highlighted the global 
inequalities of internet inacces-
sibility and the growing impact 
of AI on a daily basis. The impact 
of this may further marginal-
ize some groups, as inequita-
ble access to technology may 
limit the capacity for the digital 
preservation of some cultures. 
Delegates discussed the need 
to prioritize the digitalization of 
cultural heritage, so that AI could 
make use of it, ensuring more 
inclusive generation. 

However, the divide in financial 
resources in different countries 
was acknowledged  as adding to 
the challenge of ensuring equita-
ble representation. The discus-
sion touched on the importance 
of diverse voices in AI develop-
ment to reduce bias. Affirmative 
action on data was suggested to 
enhance inclusivity, with a focus 
on digitized cultural awareness 
and heritage. To exemplify the 
significance of this scenario, del-
egates discussed examples of 
biases based on divergent inputs 
and training data. e.g., pediatric 
models trained on data of adult 
men but then used in scenarios 
involving children.

Acknowledging and 
incorporating differing 
perspectives
At a more local level, delegates 
noted that it is essential for 
the leaders of organizations to 
engage with a representative 
quorum of employees because 
the perspective obtained from a 
top-down approach is markedly 
different than that from the bot-
tom-up, allowing for a more holis-
tic view of the situations where AI 
will be used and deployed. This 
should include entrepreneurs and 
other key stakeholders to ensure 
a comprehensive understanding.

Necessary 
breakthroughs
Delegates noted the importance 
of two emerging breakthroughs 
that may address some of the 
technological concerns: first, 
the acquisition of small but 
high-quality datasets, followed 
by the strategic feeding of this 
curated data into models.

Human interaction 
with the digital world
The Assembly discussed a future 
where we will not interact with 
the digital world through search 
engines, but rather through 
AI-powered assistants. This 
change in our “digital die” will 
be significant. Judges and reg-
ulators will also need to be edu-
cated to make knowledgeable 
decisions on AI. However, it is 
not only judges and regulators 
that will need to be brought up to 
speed on AI matters. The Assem-
bly agreed that development of 
critical skills was particularly key 
across a multitude of scenarios in 
AI (e.g., in order not to fall victim 
to potential hallucinations of gen-
erative AI) as vital in this context. 
The nature of our changing rela-
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tionship with the digital world will 
change: there might be a need for 
some standard of digital detox in 
place and to study how a regular 
break from the technology could 
be an essential human resource.

Educating users of AI
The Assembly discussed the 
idea that there is more to AI than 
generative AI. Although Gen AI  
has been garnering attention 
in recent times. The delegates 
noted that other technologies,  
such as graph theory or variant of 
a neural networks, might be more 
appropriate than generative AI. In 
other words, generative AI is not 
the only AI technology and ought 
not be used solely for the sake of 
using it. Other more traditional 
methods, such as trees, are still 
useful and may even represent 
the better fit for certain scenar-
ios. Education should therefore 

extend to letting people know 
what AI methods (or other kinds of 
algorithms) are best used in cer-
tain situations, rather than simply 
assuming that one option fits all. 
It is up to business owners and 
other users of this technology to 
learn and then apply appropriate 
technology.

AI-induced job loss
Addressing the potential uncer-
tainty around unemployment was 
discussed at length, along with 
the recognition that AI is different 
from past technological upheav-
als, and now white-and blue-col-
lar jobs are going to be impacted. 
However the further context is 
that of global population. We 
may have a peak in 15-20 years, 
with a resulting shortage of labor; 
hence, AI could be a positive force 
in this context. The Assembly’s 
consensus was that the better AI 

becomes, the more we need to 
understand the consequences, 
and regulators must model and 
consider AI in this context. 

Computer power
Delegates agreed that  we do 
not need 100 different founda-
tion models for AI, we need only 
a few. An example was provided 
that pertained to the regional 
languages of India. Rather than 
having separate models, a foun-
dational framework could be 
fine-tuned for each individual 
language. From this, we can infer 
that not having open-source 
foundational models will lead to 
a number of closed-source var-
iations, which will increase the 
need for ever greater societal 
cost associated with computing 
power.
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The Assembly’s discussions 
highlighted the complexity of 
responsible AI development, 
requiring a delicate balance 
between innovation and regula-
tion. The need for a global ethical 
code, transparency, explaina-
bility, and inclusivity emerged 
as key pillars for building trust 
and ensuring the responsible 
deployment of AI technologies.

There was a clear theme relat-
ing to learning from the regu-
lation of previous technologies 
by recognizing that ethical con-
siderations are often driven by 
technology and the nascent 
nature of current AI technology. 
The focus should be on develop-
ing universal ethical principles 
at the global level but using 
existing regulatory frameworks 
to provide the necessary AI 
“guardrails” without legislating 
for low or non-existing risk. It 
was clearly recognized that the 
anthropomorphic character-
istics of AI have raised issues 
amongst the general popula-
tion, and generated responses 

from legislators who typically 
do not have appropriate insight 
into the new technology. Legis-
lating to respond to the anthro-
pomorphic emulation concerns 
will inhibit AI research from 
breakthroughs in non-em-
ulation methodologies and 
we should focus on enabling 
research that will take us to the 
next generation of AI architec-
tural platforms. In the interim, 
we should educate our govern-
ments and global population in 
AI; we should open-source AI 
wherever and whenever pos-
sible; we should use existing 
regulatory frameworks to pro-
vide the necessary guardrails, 
and focus on expanding the 
global dataset to encompass 
all the world’s languages and 
cultures. We should fundamen-
tally embrace a human-led and 
global AI future. The insights 
shared during this Round Table 
Assembly provide a foundation 
for ongoing discussions and 
collaborative efforts towards a 
future of responsible AI.
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Conclusion

11



20

Saqr Binghalib
Executive Director

Hasher Bin Dalmook
Head of Policy

David Toman
Senior Advisor

Dr Anthony Murphy
Advisor

Dr Mohammad Alsharid
Advisor

Disclaimer

This whitepaper is provided for informational purposes only 
and does not constitute legal advice.

This publication may contain links to external sites or refer-
ences to third-party information. The Artificial Intelligence 
Office at the Prime Minister’s Office is not responsible for the 
content of external sites or third-party information, nor does 
it endorse any third-party products or services.

This publication is distributed with the understanding that 
the Artificial Intelligence Office at the Prime Minister’s Office, 
its employees, and contributors are not engaged in rendering 
legal, medical, counseling, or other professional services or 
advice. If legal advice or other expert assistance is required, 
the services of a competent professional should be sought.

Any use of this publication is at the user’s own risk, and the 
user assumes full responsibility and risk of loss resulting 
from the use thereof. The Artificial Intelligence Office at the 
Prime Minister’s Office will not be liable for any direct, indirect, 
special, incidental, consequential, or other damages arising 
out of or in connection with the use or performance of this 
publication.

This disclaimer may be updated or amended at any time with-
out notice. It is the responsibility of the user to ensure they are 
aware of the latest terms and conditions of use.


